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▶ Problem
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Influenced by Spatio-
Temporal Interaction

▷  Operate at actor level features

▷  Handling different kind of interaction 
using single computational unit

▷  Extenable in modalities and model 
depth

▷  Inherent disparities 
between modalities

▶ Research Aim

▷  Modeling the spatio-temporal 
complexity of human 
interactions

▷  Enforce cross-modal consistency 
through self-supervision
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▶ Modeling the spatio-temporal complexity of human interactions
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▶ Enforce cross-modal consistency through self-supervision

▷  Auxiliary self-supervised loss:

Paper Code

If you have any question, 
feel free to contact 

t.tran@deakin.edu.au
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Improvement over baseline: blue and green 
bars show point and percentage gains

Comparison against other methods on 
AVA dataset.


